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abstract: Generation time is a measure of the pace of life and is used to describe processes in population dynamics and evolution. We show that three commonly used mathematical definitions of generation time in age-structured populations can produce different estimates of up to several years for the same set of life history data. We present and prove a mathematical theorem that reveals a general order relation among the definitions. Furthermore, the exact population growth rate at the time of sampling influences estimates of generation time, which calls for attention. For phylogenetic estimates of divergence times between species, included demographic data should be collected when the population growth rate for each species is most common and typical. In conservation biology, demographic data should be collected during phases of population decline in declining species, contrary to common recommendations to use predisturbance data. The results can be used to improve the International Union for Conservation of Nature's recommendation in parameterizing models for evaluating threat categories of threatened species and to avoid underestimating extinction risk.
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## Introduction

Generation time is a pivotal parameter in estimating the extinction risks of vulnerable species, and it is widely used in phylogenetic analysis in estimating divergence times of species. Consequently, it is important to estimate genera-

[^0]tion time in a consistent and replicable manner in many applications in evolutionary and conservation biology (Bird et al. 2020). A precise measure of generation time in agestructured populations has to account for both the survival of mothers up to the age of each breeding event and the number of offspring produced at each age class over the entire female life span. Thus, we need to estimate generation time as an average from demographic rates in agestructured populations.
The International Union for Conservation of Nature (IUCN) provides an international standard for evaluation of the status of species and populations (IUCN 2006, 2012; Cooke et al. 2018). One important criterion for classifying the vulnerability of a population into threat categories is the rate of decline over a time span of three generations. Thus, the estimated length of a generation influences the time period of assessment and thereby threat category and conservation efforts. An estimate of generation time that is too short will underestimate the threat facing a declining species, whereas an estimate that is too long will exaggerate the risk for extinction (Staerk et al. 2019). The importance of choosing a relevant method in estimating generation time in conservation biology has, to our knowledge, not been systematically reviewed, and guidance would be valuable for which of the possible measures to apply in given situations and which demographic data collected during population decline or growth should be used in estimating population threat categories.

The effective population size $\left(N_{e}\right)$ of a species is a fundamental parameter with relevance to conservation biology and molecular evolution. Estimates of effective population sizes (Nei 1987; Nei et al. 1975; Nei and Takahata 1993) depend critically on the generation time parameter and can

[^1]therefore vary with the definition of generation time (Bakker et al. 2022). For example, in the black-footed albatross (Diomeida nigripes), three different estimates of generation time, ranging from 7 to 20 years have been reported from field studies, which generated estimates of $N_{\mathrm{e}}$ ranging from 5,340 to 15,286 individuals (Cousins and Cooper 2000; Niel and Lebreton 2005; Dierickx et al. 2015). Ohta and Kimura (1971) famously invoked an inverse relationship between $N_{\mathrm{e}}$ and generation time to explain the constancy of the evolutionary rate of proteins, where substitution rates of deleterious mutations are influenced by $N_{e}$. This inverse relationship has been corroborated empirically (Chao and Carr 1993) and reminds us how important generation time is to our parameterization of molecular evolutionary rates.
The effect of generation time on molecular evolutionary rates also makes it central to estimate divergence times on phylogenies (Easteal 1985; Martin and Palumbi 1993; Mooers and Harvey 1994; Li et al. 1996). Age at first breeding is often used as a proxy for estimates of generation time (Weir and Schluter 2008; Lehtonen and Lanfear 2014; Gao et al. 2016), which obviously will bias results, underestimate true generation time, and consequently underestimate time since common ancestry and extinction risk. To estimate divergence times, we need data on the degree of genetic divergence between species, the substitution rate, and an estimate of generation time typical for the species or clade. However, how estimates of generation time are calculated can have a significant impact on the resulting estimates of divergence time. For example, Scally and Durbin (2012) assumed a fixed generation time of 25 years for humans and elaborated different estimates of the mutation rate in human evolution (from about $10^{-9} \mathrm{bp}^{-1}$ to $1 ; 38 \times 10^{-8} \mathrm{bp}^{-1}$ per generation) and then showed how the estimated time for the split of Neanderthals and modern humans changed from about 350,000 to 500,000 years (Scally and Durbin 2012). However, generation times of modern humans in hunter-gatherer societies vary by as much as 10 years (Fenner 2005), a level of variation that strongly influences the estimated divergence times. The measure of generation time itself will introduce an additional variation of about $50 \%$ in the estimated divergence time of Neanderthals and modern humans, since annual mutation rates will change from $0.4 \times 10^{-9}$ to $0.6 \times 10^{-9}$ per year given a generation time of 20 versus 30 years (Scally and Durbin 2012). Furthermore, the contribution to the human mutation rate from the maternal and paternal sides is significantly different, with up to three times more mutations per year from the paternal side, which calls for even more detailed calculations of the contribution of each sex to the functional generation time for phylogenetic inference (Kong et al. 2012; Besenbacher et al. 2019; Taylor et al. 2019).

One reason why accurate measures of generation time often have been overlooked might be the seemingly simple
means of calculating them. However, estimates of generation time are evasive when it comes to parameterization and require some mathematical attention. Age-structured population growth is correctly described in continuous time by renewal processes, and individual-level demographic variation can be portrayed using branching process theory (Jagers 1975), which is not commonly used by biologists. An initial simplifying approach of the population dynamics of seasonally breeding organisms is therefore to represent the demography with discrete time projection models, such as the Leslie matrix model (Leslie 1966). Fortunately, the discretization of population dynamics has proved to be a very good approximation of continuous time models (Fujiwara and Diaz-Lopez 2017), and we will build on that tradition here.
Estimating generation time from discrete data can be complicated and carried out in several ways. One method is the individual-centered estimate of "the mean age at births for a female during her lifetime" (denoted $\mu$ below). Another mathematical method can be phrased as a populationcentered estimate: "the average age of mothers for a given cohort of newborns" (denoted $A$ below). Over the past several decades, many theoretical articles have elaborated equations to capture measures of generation time (Dublin and Lotka 1925; Laughlin 1965; Leslie 1966; Jagers 1975; Lande 1988; Caswell 2001; Haccou et al. 2005; Bienvenu and Legendre 2015). We review common methods used for estimating generation time and categorize them into three different measures on the basis of their mathematical properties. We then give a strict mathematical proof of the relation between them. We also illustrate the performance of the three measures of generation time using biologically founded functions of vital rates from a range of species with contrasting life histories (Fujiwara and Diaz-Lopez 2017). We find that the resulting measures of generation time depend not only on the mathematical method applied but also on when the life history data were collected, in particular, the exact population growth rate at the time of collection.

The analyses presented here focus on age-structured populations described by Leslie matrices and do not extend to stage-structured populations. However, our analyses have quite broad relevance and are germane, for example, to most mammal and bird species, which typically have agestructured life histories (Caswell 2001), in addition to many other organisms from different taxa with life histories where age is used to model the population growth, such as sharks, many amphibians, and fishes (IUCN 2012). Among such populations are many red-listed species, where the exact measure of generation time is important in defining their threat status, as we discuss. We also give recommendations on which measure of generation time to apply and which life history data to collect, depending on the research question.

## Material and Methods

## Establishing Age-Structured Dynamics

Life histories for a species consisting of individuals with a maximum life span of $n$ years can be specified by the Leslie matrix $\mathbf{L}=\left[l_{i j}\right]_{i, j=1, \ldots, n}$, where the first-row elements $l_{1 j}=f_{j}$ are the age-specific fertilities, that is, the expected number of offspring at age $j$ of a (surviving) individual of age $j-1$. The subdiagonal of the matrix, $l_{j+1, j}=s_{j}$, is the probability that an individual of age $j-1$ survives to the age of $j$, and $l_{i j}=0$ for all other matrix elements $(i, j)$ :

$$
\mathbf{L}=\left(\begin{array}{cccc}
f_{1} & f_{2} & \ldots & f_{n} \\
s_{1} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & s_{n-1} & 0
\end{array}\right)
$$

The age-specific fertility $f_{j}$ can itself be written as $s_{j} b_{j}$, where $b_{j}$ is the fecundity at age $j$; that is, $b_{j}$ is the expected number of offspring of an individual at age $j$ given that she is alive at age $j$ (unlike $f_{j}$, which conditions only on the individual being alive 1 year earlier).

To project the population forward in time, the matrix is multiplied with a column vector with the starting configuration $\mathbf{x}_{0}=\left(x_{0}(1), \ldots, x_{0}(n)\right)^{\prime}$, where $x_{0}(j)$ is the number of individuals of age $j-1$ at year 0 . Then for each $t=1,2, \ldots$, the expected population configuration at time $t$ is given by

$$
\mathbf{x}_{t}=L^{t} \mathbf{x}_{0} .
$$

Let $S_{j}=\prod_{i=1}^{j} s_{i}, j=0, \ldots, n-1$, be the probability that an individual survives until the age of $j$ years and write

$$
p_{j}=S_{j-1} f_{j}, \quad j=1, \ldots, n
$$

Then, $p_{j}$ is the expected number of offspring a newborn individual will generate at the age of $j$ (note the difference between $p_{j}$ and $f_{j} f_{j}$ is the conditional expected number of offspring at time $j$ given that the individual is still alive at time $j-1$, whereas $p_{j}$, the so-called net age-specific fertility, also takes into account the probability of surviving up to each specific age class). This is analogous to how $f_{j}$ can be written as $s_{j} b_{j}$, where $b_{j}$ is the fecundity at age $j$, with the difference that $f_{j}$ takes into account survival probability from age $j-1$ to $j$, whereas $p_{j}$ takes into account survival the whole way from being a newborn to age $j$.

Let $\lambda$ be the largest real eigenvalue of $\mathbf{L}$. The population size will roughly grow with a factor $\lambda$ per year.

## Strict and Self-Looped Leslie Matrices

For the sake of convenience, it is common to decrease the size of the Leslie matrix in analyzing the dynamics of long-
lived species by treating all adults as one single class and apply a so-called extended or self-looped Leslie matrix. To represent that, an element $s_{n}>0$ is added to produce a selfloop $(n, n)$ on the original Leslie matrix, with the consequence that an individual, after reaching age $n$, has probability $s_{n}$ of surviving and breeding again. The classical generation time measures discussed here can not be calculated from life history data presented in the self-looped Leslie matrix format; however, it is straightforward to first transfer any looped Leslie matrix to a strict Leslie matrix and then apply the estimates and reasoning presented here.

We recommend that, in calculating generation time, extended Leslie matrices shall first be rewritten in the format of the strict Leslie matrix by expanding the matrix dimension to let one row and column represent each age classfor example, set $n$ to be the maximum longevity of the species. With modern software, computation times involving matrices of the size that we are dealing with here are virtually instantaneous.

## Common Estimators of Generation Time

We performed a literature survey and compiled functions from seven well-cited articles on estimating generation time by different methods in age-structured populations, and notations were rewritten to enable comparisons among the different measures (Dublin and Lotka 1925; Laughlin 1965; Leslie 1966; Coale 1972; Charlesworth 1994; Lebreton 1996; Caswell 2001). It turned out that many of the equations were the same and had been invented repeatedly. We find three main methods to estimate generation time; the first is here denoted by $T$ (Dublin and Lotka 1925; Laughlin 1965; Leslie 1966; Coale 1972; Charlesworth 1994), the second by $\mu$ (Leslie 1966; Coale 1972; Charlesworth 1994; Lebreton 1996; Caswell 2001), and the third by $A$ (Leslie 1966; Coale 1972; Charlesworth 1994; Caswell 2001). These three most common measures of generation time are defined as follows.

The first measure is the time $T$ taken for the population to grow (or decline) by a factor that equals the expected total number of offspring per female, $R_{0}=\sum_{j=1}^{n} p_{j}$, at the current population growth rate $(\lambda)$; that is,

$$
T=\frac{\log R_{0}}{\log \lambda}
$$

This is equivalent to dividing a number by a rate and thus obtaining the time.

The second measure is the mean age at reproduction, $\mu$, of an average mother over her lifetime (i.e., the mean age difference between an average individual and her daughters):

$$
\mu=\frac{\sum_{j=1}^{n} j p_{j}}{\sum_{j=1}^{n} p_{j}}
$$

The third measure is the mean age $A$ of the mothers of the offspring that are born a given year. Here, the contribution from reproduction at a given age is scaled by the relative abundance of each age class in the population through multiplication with $\lambda^{-j}$. This is a population-centred generation time (further simplified below):

$$
A=\frac{\sum_{j=1}^{n} j \lambda^{-j} p_{j}}{\sum_{j=1}^{n} \lambda^{-j} p_{j}}
$$

According to general linear algebra, an eigenvalue of $\mathbf{L}$ is a number $\theta$ that satisfies the characteristic equation $\operatorname{det}(\theta \mathbf{I}-$ $\mathrm{L})=0$, which in this case turns out to be

$$
\begin{equation*}
\theta^{n}-\sum_{j=1}^{n} \theta^{n-j} p_{j}=0 \tag{1}
\end{equation*}
$$

This equation is equivalent to the standard Euler-Lotka form

$$
\sum_{j=1}^{n} \theta^{-j} p_{j}=1
$$

Hence, $\lambda$ is the largest real solution to this equation. Moreover, the left-hand side of the Euler-Lotka equation is decreasing for $\theta \geq 0$, so $\lambda$ is the unique nonnegative real solution and $\sum_{j=1}^{n} \theta^{-j} p_{j} \geq 1$ implies $\theta \leq \lambda$ and vice versa.

The definition of $A$ now simplifies to

$$
A=\sum_{j=1}^{n} j p_{j} \lambda^{-j}
$$

It is obvious that $\lambda=1$ if and only if $R_{0}=\sum_{j=1}^{n} p_{j}=1$. Note that $T$ is not defined when $\lambda=1$. We suggest that it would be natural to define $T$ for $\lambda=1$ by taking a limit as $p^{\prime}=\left(p_{0}^{\prime}, \ldots, p_{n-1}^{\prime}\right)$ converges to $p=\left(p_{0}, \ldots, p_{n-1}\right)$ in such a way that $R_{0}\left(p^{\prime}\right) \neq 1$. However, it has not been clear that the limit exists or is well defined. One consequence of theorem 1 below is that the limit indeed exists and is independent of the precise form of $p^{\prime}$.

## Results

## Mathematical Result

The mathematical relationship between the three different methods for estimating generation time is analyzed. The resulting mathematical proof makes repeated use of Jensen's inequality (Jensen 1906), which is related to the definition of a convex function; the proof of theorem 1 is presented in the appendix. The proof generates a theorem that holds for all Leslie matrix parameterizations of the three generation time definitions, $A, \mu$, and $T$. The theorem shows that the magnitudes of the estimates of the three generation time measures follow a strict pattern that is given by the population growth rate $(\lambda)$.

Theorem 1. If $\lambda>1$, then

$$
A \leq T \leq \mu
$$

and if $\lambda<1$, then

$$
A \geq T \geq \mu
$$

If $\lambda=1$, then $T$ can be well defined as a limit as $\lambda \rightarrow 1$, and when doing so

$$
A=T=\mu
$$

In plain words, in a growing population, method $A$ produces the lowest estimate of generation time, followed by $T$ and $\mu$. In a declining population, $A$ gives the highest estimate of generation time, and $T$ and $\mu$ produce gradually lower estimates. When the population is stable, all three methods produce identical measures of generation time. The relation $A \leq \mu$ if and only if $\lambda>1$ is intuitive, since estimate $A$ takes the population age distribution into account (by scaling with population growth rate, $\lambda^{-j}$ ) and in a growing population the proportion of young individuals will be relatively larger than the proportion of older individuals, producing a lower generation time. By contrast, the mother-centered method $\mu$ does not compensate for the distribution of age classes in the population because it focuses solely on the average age of mothers at birth over their lifetime.

## Fecundity and Survival Functions

To illustrate these mathematical results and their potential biological importance, we collected some simplified and some biologically motivated classic survival and fecundity functions (Bielby et al. 2007; Fujiwara and Diaz-Lopez 2017) and parametrized the Leslie matrix with them. We elaborated four different shapes of the fecundity functions $f(t)$, $t \geq 0$ (fig. 1), here described in continuous time because it is natural to define fecundity and survival functions for all times and not only integer-valued time points. One is age independent, and thus fecundity is constant: $b(t)=\gamma$. The second function represents a case with delayed maturity, that is, no offspring during the first years until a given age of maturity and thereafter constant fecundity (an abrupt fecundity function). We also apply one exponentially decreasing and one gradually increasing fecundity function:

$$
\begin{equation*}
b(t)=\gamma e^{-k t} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
b(t)=\gamma\left(1-e^{-\kappa t}\right)^{3} \tag{3}
\end{equation*}
$$

Function (3) starts at zero at age $t=0$ and then gradually increases with rate $\kappa$ (the rate of increase toward full maturity) to very close to $\gamma\left(b_{\text {adult }}=\gamma\right.$, the steady-state fecundity


Figure 1: The different fecundity functions used to illustrate variation in estimates of generation time in figures 3-7.
of an adult). By manipulation of the exact values of $\kappa$ and $\gamma$, these functions can represent a multitude of life histories. For example, by function (3) we obtain a $K$-strategist, pinnipedstyle fecundity function with $\gamma=\kappa=0.5$, as illustrated in figure 1 .
Three examples of survival functions $S(t)$ were also implemented. But first let us consider common terms that are inconsistently defined across authors and disciplines: hazard rate, mortality rate, and survival rate. The survival rate at age $j$, where $j \geq 0$ is an integer, is taken to be the probability that an individual of age $j-1$ survives to the age of $j$ (i.e., the survival rate at time $j$ is simply the element $s_{j}$ of the Leslie matrix). The mortality rate is then 1 minus the survival rate, $1-s_{j}$. These interpretations are the most common in applied biology, whereas in mathematics the term "rate" would typically not be used for a quantity that is discrete in nature. The term "hazard rate" will in the following be taken to mean the mortality in continuous time. Writing $h(t)$ for the hazard rate at time $t$, this becomes

$$
h(t)=-\frac{S^{\prime}(t)}{S(t)}
$$

Conversely, this means for survival rate $s_{j}$ that

$$
s_{j}=\frac{S(j)}{S(j-1)}=e^{-\int_{j-1}^{j} h(t) d t} .
$$

If the hazard rate is small, then

$$
1-s_{j} \approx h(j)
$$

(i.e., the hazard rate and the mortality rate are close to equal).

The first two examples of survival functions are

$$
\begin{equation*}
S(t)=e^{-\alpha\left(e^{\beta t}-1\right)} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
S(t)=e^{-\alpha t} \tag{5}
\end{equation*}
$$

These correspond to an exponentially increasing hazard rate, $h(t)=\alpha \beta e^{\beta t}$, and a constant hazard rate over age, $h(t)=$ $\alpha$, respectively. Hence, the first of these survival functions corresponds to senescence (i.e., increased mortality risk with age). For a population with constant hazard rate $\alpha$, the yearly survival probability is $s=e^{-\alpha}$ or, equivalently, $\alpha=-\log (s)$.

The third survival function investigated is

$$
\begin{equation*}
S(t)=e^{-\alpha t} e^{-\beta\left(1-e^{-\rho t}\right)}, \tag{6}
\end{equation*}
$$

which corresponds to high mortality in juvenile age classes, after which the hazard rate gradually decreases and converges to a constant value at high age. This type of pattern is seen in many $K$-strategists, such as marine mammals, humans, and long-lived plants. The corresponding hazard
rate is $\alpha+\beta \rho e^{-\rho t}$. The hazard rates associated with these survival functions are illustrated in figure 2.

In the following, we elaborate different combinations and parameter values of these functions to illustrate how much the corresponding estimates of generation time can vary (figs. 3-7).

## Estimating Generation Time for Major Life History Types

Here, we calculate the generation time with the three methods $A, \mu$, and $T$ for different combinations of survival and fecundity, and for each combination the resulting population growth rate $\lambda$ is noted. We first give a case where survival does not vary over age but is kept at 0.8 throughout life, and only the age-independent fecundity is increased stepwise, from 0.1 to 0.5 , to obtain a range of matrices with different population growth rates (fig. $3 a, x$-axis). Here, the estimate of generation time $\mu$ remains constant at 4.77 across all parameterizations (fig. 3a); this illustrates that the mothercentered estimate $\mu$ does not respond to the increasing population growth rate, as long as the survival rate is constant across age classes and fecundity is evenly distributed over life, because average age at birth from the mothers perspective remains the same. On the other hand, the populationlevel generation time $A$ declines with increasing population growth rate, since $A$ depends on the population growth rate (i.e., at higher population growth rates we have more young
mothers in the population, which leads to a lower populationlevel generation time; fig. 3a). The estimate $T$ is always intermediate.
However, if instead fecundity is kept constant, $b_{j}=\gamma=$ 0.5 , across age classes and only survival is adjusted to produce different growth rates, the mother-centred generation time estimate $\mu$ increases (since now a mother lives longer and gives birth to more offspring at later age). Instead, the population-based estimate $A$ is constant at 2.96 years across all population growth rates (fig. 3b). This result follows because the increasing average age of mothers at birth is counteracted at the population level by the steeper age structure in the growing population in estimate $A$; in this special case, the two forces exactly counterbalance each other. The general pattern is that generation time $A$ is always smaller than $\mu$ at positive population growth rates and typically declining with population growth rate for biologically realistic life histories (figs. 3-7). Figure $3 a$ and figure $3 b$ provide a baseline in the following discussion and show how different the motherbased generation time and the population-level generation time respond to the change in population age structure that comes with increasing growth rates. In the following, we study how a range of different interesting age dependencies in the demographic rates influences generation time.

Next, the age-dependent, gradually increasing fecundity function (eq. [3]) is explored, and the survival rate is kept constant (fig. $4 a, 4 b$ ). The shape of the age-dependent


Figure 2: Hazard rates used to illustrate variation in estimates of generation time in figures 3-7.


Figure 3: Estimates of generation time for life histories with constant survival and constant fecundity across age classes. For each combination of survival and fecundity values, the generation time ( $y$-axis) is calculated with the three different methods $(A, \mu$, and $T)$, and the resulting population growth rate is given on the $x$-axis. The life histories plotted in $a$ all have a survival rate of 0.8 while the average ageindependent fecundity is gradually increased from 0.1 to 0.5 , thereby giving rise to a range of growth rates for these hypothetical life histories. In $b$, fecundity is kept constant at 0.5 for all life histories plotted while the survival rate is gradually increased from 0.5 to 0.8 to obtain the range of growth rates.
fecundity function was varied in two different ways, first by manipulation of the adult fecundity $\gamma$ (eq. [3]; fig. 4a) and second by changing the age at sexual maturation $\kappa$ (eq. [3]; fig. $4 b$ ). The resulting pattern of generation time estimates in the first case resembles figure $3 a$ and is explained in the same way: the mother-based average generation time $\mu$ is not influenced by population growth rate when the fecundity function over age maintains its shape. However, when age at sexual maturation $\kappa$ is decreased to generate the higher population growth rates, all measures of generation time decline rapidly (fig. 4b).

In figure $5 a$, the age-dependent fecundity function (eq. [3]) is maintained the same in all calculations, and only the pattern of survival is changed. By increasing survival symmetrically for all age classes (fig. $5 a$ ) we get an almost identical
pattern in generation time estimates as in figure $3 b$ (again, the mother-based estimate $\mu$ produces a greater generation time when survival increases, but this is counterbalanced by the younger age structure reflected in the population-based generation time estimate $A$ ). Next, we tweaked the fecundity function to illustrate a large difference among generation time estimates for a theoretical life history with reproduction only very early and very late in life (fig. 5b). When reproduction is distributed in this skewed way over a lifetime, the estimates of generation time produce results differing widely, by up to 10 years for the same data (i.e., for the same population growth rate in the graphs). Again, $\mu$ does not respond to increasing growth rates, since the distribution of birth over life is kept constant, whereas the population-based generation time $A$ declines sharply, reflecting the younger age structure in a growing population (fig. 5b).


Figure 4: Measures of generation time for life histories with agedependent, gradually increasing fecundity (fecundity function given by (3), illustrated in fig. 1). The survival rate is kept age independent, that is, constant at $\alpha=0.8$ in both graphs. In $a$, fecundity values are derived with a fixed value on the rate of maturation $\kappa=0.4$, and the adult fecundity $\gamma$ is varied between 0.3 and 2.0 in order to obtain the different growth rates $\lambda$. In $b$, we have instead a fixed $\gamma=0.7$, and $\kappa$ is varied between 0.15 and 0.6 .


Figure 5: In $a$ we again use the age-dependent fecundity function (3) with parameters kept fixed at $\gamma=1.2$ and $\kappa=0.3$. Instead, population growth rate varies as the age-independent survival rate $\alpha$ varies between 0.6 and 0.9 . In $b$, a theoretical life history with extreme difference between the measures of generation time is shown. (Constant survival rate at 1 , reproduction only at the ages of 1 and 20 years and $f_{1}=f_{20}=\beta$, and $\lambda$ varies as $\beta$ ranges from 0.01 to 1.3.)

When instead survival rates are made age dependent, we have senescence. If that type of survival function is kept constant across runs and only fecundity is varied, generation time measures are not affected much and figure $6 a$ is similar to figure $3 a$. When instead the degree of senescence itself is manipulated, we can obtain a pattern where the population-based generation time also increases with the population growth rate (fig. $6 b$ ). This pattern arises because, as the degree of senescence declines (going from left to right in the graph), the proportion of older individuals in the population also increases, causing all measures of generation time to increase (fig. 6b, right-hand side).

Figures 4-6 focus on various cases of life histories with early maturation, different reproductive outputs, and different survival rates, whereas figure 7 illustrates life histories with delayed maturation. All functions in figures 1 and 2 were investigated, although results are not illustrated be-
cause the main patterns described above were also repeated when a more abrupt function for maturation was applied. We note that in some cases the three measures of generation time differ very little, whereas in other cases the differences are quite large. The general patterns depend on how the population age structure changes with growth rate to influence $A$.

We used $n=20$ as the number of age classes in figures 36 , which is sufficient to theoretically illustrate the phenomena that can occur, but this needs to be adjusted to the maximum life span of every study species. In figure $7, n=40$ is the number of age classes, which is the longevity of a ringed seal.


Figure 6: Here, the fecundity $\gamma$ is constant over time in both plots, and survival rates are age dependent and declining with age, as given by $S_{j}=e^{-\alpha\left(e^{\beta j}-1\right)}$, corresponding to senescence (yellow curve in fig. 2, "exponentially decreasing to constant"). In $a$, this survival function is kept fixed with $\alpha=0.25$ and $\beta=0.3$. The population growth rate $\lambda$ is varied by having offspring numbers $\gamma$ across hypothetical populations between 0.15 and 0.4 . In $b$, we instead keep the fecundity $\gamma$ fixed at 0.3 , while the shape of the survival function is varied as $\alpha$ varies between 0.1 and 0.5 and $\beta$ is fixed at 0.35 . Thus, the degree of senescence declines going from left to right in the graph, producing a gradually older age distribution in the populations and thus also a higher generation time for the population-based estimate $A$.


Figure 7: Measures of generation time of a pinniped-type life history, with delayed maturation; the fecundity is zero until the age of reproduction, where it increases to the constant $\gamma$ (fig. 1, "abruptly increasing"). The survival probabilities reflect higher mortality at young ages, which then decreases to a small constant $\alpha$ (for the corresponding hazard rate, see fig. 2 , "exp. decr to constant"). This choice of fecundity and survival functions reflects the life history of a pinniped and is here parameterized for the ringed seal (Phoca hispida). In a, $\alpha=0.05, \beta=1.2$, and $\rho=0.7$, and $\lambda$ varies as a function of $\gamma$, ranging from 0.1 to 0.5 . In $b$, instead $\beta=0.9, \rho=0.7$, and $\gamma=0.4$, and $\alpha$ ranging from 0.2 to 0.02 . The life histories in this figure span 40 years, which is the maximum life span of ringed seals.

## The Ringed Seal: A Case Study

Consider the ringed seal (Phoca hispida), which is found throughout the polar Arctic, as a concrete example of the consequences of applying different estimates of generation time. The ringed seal is an extreme $K$-strategist with low reproduction rate and high survival. Female ringed seals give birth to, at most, one pup annually, and age at first parturition is about 5 years (McLaren 1958; Smith 1973; Fedoseev 1975; Smith and Hammill 1981; Holst and Stirling 2002). First-year survival $\left(s_{1}\right)$ is often about 0.5 , annual subadult survival $\left(s_{2}, s_{3}, s_{4}\right)$ is about 0.9 , and annual adult survival $\left(s_{5}, \ldots, s_{n}\right)$ is often estimated to about 0.95 . These values result in an exponential rate of population growth $(\lambda)$ at 1.1, a growth rate close to the maximum growth rate observed
for this and similar pinnipeds under favorable conditions (Harkonen et al. 2002; Harding et al. 2007). Lower values of population growth rates are common and often caused by food limitation, infectious diseases, and other disturbances (Harding et al. 2002, 2007; Silva et al. 2021). Poor nutritive condition influences a suite of changes in life history traits, following a typical sequence where pup survival is lowered first, followed by increased age at first reproduction of females, increased subadult mortality, and declining adult fertility; adult mortality is often the last parameter to be affected (Kjellqvist et al. 1995). Figure 7 illustrates how the three measures of generation time are affected by changes in these life history parameters. Here, survival probabilities are modeled by one of the standard functions given by Fujiwara and DiazLopez (2017) closely resembling the survival functions for the ringed seal. Thus, the generation time varies from 14 to 22 years according to measure $A$ depending on whether life history values are sampled under exponential growth or decline. The estimated generation time depends on whether the life history responds to better conditions with improved reproduction (fig. 7a) or increased survival rate (fig. 7b). The mother-based estimator $\mu$ does not change at all when reproduction is increased over all age classes (fig. $7 a$ ), whereas it increases as female survival is improved (fig. 7b).

## Discussion

We focused on three commonly used approaches for estimating generation time represented by the definitions of $T$, $\mu$, and $A$. We found that the choice of method has significant consequences for the resulting estimate (of up to several years) and that estimates also depend on the species' life history type. Furthermore, our results call for attention in the selection of demographic data from a given population, since generation time estimates depend on the population growth rate at the time of collection.

The general connection between generation time and population growth may not be immediately intuitive, but it is central to the dynamics displayed by the three measures of generation time we have considered here. As our analyses show, population growth can cause estimates of generation time to increase or decrease, depending on the pattern of age-specific fecundity and mortality rates giving rise to population growth. At the most general level, changes in population growth influence generation time because they change the age distribution of mothers, as is reflected in measures $A$ and $T$, or the distribution of differences in age between mothers and daughters, as in estimate $\mu$. But population growth and generation time do not display a simple correlation in terms of their effect on generation time. For example, when population growth rate is increased by increasing the fecundity alone but symmetrically over all age classes, the mother-based estimate $\mu$ is unaffected, since the average
age at birth for an individual mother remains the same. By contrast, if growth is increased by changing survival rate alone, then in fact $\mu$ may increase (each female becomes older and also has a chance to breed at later age classes), while $A$ may decrease, since the population-based estimate $A$ also captures the younger age structure in a rapidly increasing population. Thus, the varied influences from life history arise because of the influence ( $A$ and $T$ ) or lack of influence ( $\mu$ ) of population growth on the age distribution used by each estimator. In general, the effects of population growth on generation time are very dependent on the form of the survival and fecundity functions and their parameters (figs. 1, 2), and these will influence the dependence of generation time on population growth rate as well as the behavior of the different estimators of generation time.

The generation time estimate $A$ describes the situation at the population level, taking the current population age structure into account, and is most accurate to use in applications of conservation biology and evolution. However, one can ask whether there are situations where $\mu$ is preferred over $A$. One case could be when studying individual reproductive schedules and how they change over time. For example, in pinnipeds, years with low food availability also cause delayed age at sexual maturity and year skipping in adult females; this will influence the mother-based generation time. A general point is perhaps that the motherbased definition $\mu$ is the easiest to understand intuitively and also to calculate, whereas $A$ and $T$ both require some more reflection and matrix manipulations. Also, in practice the coefficients of the Leslie matrix have to be estimated, for example, by following a sufficiently large number of females through their life span. These estimates then of course come with a variance, which causes variance in the estimates of $\mu, A$, and $T$. It could be that the variance of $A$ is typically higher than the variance of $\mu$, as there is one more estimated parameter (namely, $\lambda$ ) in the formula for $A$ than in the formula for $\mu$. It would be interesting to see whether this is actually true for a reasonable model for the probability distribution of the observed data.

We suggest that method $A$ should be the measure of choice for general use, since this estimate is based on the age difference between an average individual and her mother, which is the mean time between genetic recombination events and is hence the most relevant measure from a phylogenetic standpoint when considering the divergence time among species. For example, consider a population where all individuals survive until the age of 3 and then die and where the fecundity is 1 for 1 - and 3 -year-olds and 0 for individuals of age 2 . Such a population will be exponentially increasing with a stationary age structure, for which there are more than twice as many 1 -year-olds as 3 -year-olds. Hence, the mean of age of an individual's mother will be less than $5 / 3$, which is reflected by $A$, whereas for the estimator $\mu$ it equals 2 . For spe-
cies that are $K$-strategists, such as whales or seals, it might be the case that the population growth rate is typically close to 1 over evolutionary timescales. However, for a species where population growth is typically high during times between collapses ( $r$-strategists such as rodents), the difference might be large, and it is important to use the most relevant method.

## Implications for Phylogenetics

In recent years, there has been increased appreciation of the linkages between life history traits, generation time, and genome evolution. The generation time hypothesis, which states that variation in rates of molecular evolution over time and across lineages can be expected as generation time varies, has been a staple of molecular evolution for decades (Sarich and Wilson 1973; Easteal 1985; Wu and Li 1985). More recently, increased genome data have revealed dramatic signatures of generation time, effective population size, and life history traits on genomic traits, such as genome size, GC content, and rates of evolution (Romiguier et al. 2010; Figuet et al. 2016). The results presented here suggest that increased attention to variables influencing generation time is warranted, particularly given the increased detail with which we can now estimate changes in population size and growth through time (Li and Durbin 2011; Bakker et al. 2022) as well as sex differences in germline mutation rates per generation (Kong et al. 2012; Gao et al. 2016). Estimating divergence times, effective population sizes, and population dynamics between species is critically dependent on accurate estimates of generation time (Stoffel et al. 2018; Bakker et al. 2022), yet the connections between population dynamics and generation time have been little explored in the context of molecular dating. For example, more work is needed to explore the effective generation time of a phylogenetic lineage whose population growth varies over time. More detailed models of generation time will better serve the flood of genome data that allows increasingly precise connections between molecular rates, genome characteristics, and population and life history dynamics (Nadachowska-Brzyska et al. 2015; Wu et al. 2021).

Estimates of divergence times of species are ultimately based on estimates of generation times and effective population sizes. However, such estimates are often based on life history data from contemporary populations, which can be under transient phases of growth. For example, estimated generation times for minke whales (Balaenoptera acutorostrata) range between 7 years (Skaug 2001) and 17 years (Kishino et al. 1991), and these measures have been arbitrarily used in estimates of divergence times of species (e.g., Pastene et al. 2007). Similarly, life history data from populations of humpback whales (Megaptera novaeangliae), where estimates of generation time estimates range between 12 years (Chittleborough 1965) and 24 years (Pastene et al. 2007) among populations, have been used for analyses of historical events
(Roman and Palumbi 2003; Jackson et al. 2009). Data from current populations are commonly used in evolutionary genetic analyses in most other species, including birds (Sæther et al. 2005) and seals (Palo et al. 2003; Harkonen et al. 2005).

## Implications for Conservation Biology

The conservation status of a species or population can be evaluated according to an IUCN criterion for the magnitude of population decline measured over (the longer of) 10 years or three generations. Threat categories are critically endangered (CR) for more than $90 \%$ decline in the given time period, endangered (E) for more than 70\% decline, and vulnerable (V) for more than $50 \%$ decline in three generations. The IUCN also proposes the following stricter definition and recommendation: "Generation length is the average age of parents of the current cohort (i.e., newborn individuals in the population). Generation length therefore reflects the turnover rate of breeding individuals in a population. Generation length is greater than the age at first breeding and less than the age of the oldest breeding individual, except in taxa that breed only once. Where generation length varies under threat, the more natural, i.e. pre-disturbance, generation length should be used" (see https://www.iucnredlist .org/resources/categories-and-criteria, ver. 3.1). This definition is exactly the definition of $A$ in the current study, and thus our analysis support the IUCN's recommendation in the choice of method. However, our conclusion from the analysis is the opposite when it comes to the parametrization with demographic data. Declining populations often show longer generation times, as we have illustrated for measure $A$ in theorem 1 and the figures (e.g., see the ringed seal example in fig. 7a). Longer generation times lead to larger recorded declines in population size over time and thus give a more accurate estimate of the threat to a vulnerable species compared with "predisturbance" demography (which is often characterized by higher reproductive rates and shorter generation time). Thus, the precautionary principle (Kriebel et al. 1981) would suggest the use of generation time measure $A$ parametrized with demographic data from the contemporary declining population.

## Conclusion

Three classical main approaches for estimating generation time produce different estimates for the same life history data. We provide a mathematical theorem showing the relative order of magnitude of the estimates, and we illustrate the problem for many biologically realistic situations. It is important to carefully select both method and the empirical life history data for parametrization, since estimates of generation time can be biased by up to several years. Such errors magnify if used in phylogenetic studies of time since common
ancestry and can also bias estimates of the population extinction risk of red-listed species. We propose one method over the other two, which is population based and equivalent to the average age of breeding females a given year, and discuss how it shall be parameterized with demographic data depending on research question.
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## APPENDIX

## Proof of Theorem 1 and Remarks

Recall the definitions of the three common methods for estimating generation time, $\mu, A$, and $T$ :

$$
\begin{aligned}
& T=\frac{\log R_{0}}{\log \lambda} \\
& \mu=\frac{\sum_{j=1}^{n} j p_{j}}{\sum_{j=1}^{n} p_{j}} \\
& A=\frac{\sum_{j=1}^{n} j \lambda^{-j} p_{j}}{\sum_{j=1}^{n} \lambda^{-j} p_{j}},
\end{aligned}
$$

where $p_{j}$ is the expected number of offspring a newborn individual will have at age $j, R_{j}$ is the expected total number of offspring an individual will have during her lifetime, and $\lambda$ is the unique real eigenvalue of the Leslie matrix.

Since $A$ differs from $\mu$ by the weight $\lambda^{-j}$ to term $j$, it is obvious that $A \leq \mu$ for $\lambda>1$ and the reverse when $\lambda<1$ is also obvious. However, that $T$ is sandwiched between them is not at all obvious and has to the best of our knowledge not been strictly proven before. To prove it, we will make repeated use of Jensen's inequality, which is a standard
result of probability theory, stating that for any convex function $g$ and any random variable such that $\mathbb{E}[X]$ and $\mathbb{E}[g(X)]$ both exist,

$$
\mathbb{E}[g(X)] \geq g(\mathbb{E}[X])
$$

Recall also that a function $g$ is said to be convex if for any $x_{1}, x_{2}$ and any $a \in[0,1], g\left(a x_{1}+(1-a) x_{2}\right) \leq a g\left(x_{1}\right)+$ $(1-a) g\left(x_{2}\right)$. In particular, if $g$ is twice differentiable, then $g$ is convex if and only if $g^{\prime \prime}(x) \geq 0$ for all $x$.

Let us first prove the relation between $T$ and $\mu$. We will use that $\log R_{0} / \log R_{0}^{1 / \mu}=\mu$ so that since $T=\log R_{0} / \log \lambda$, it suffices to show that $\lambda \geq R_{0}^{1 / \mu}$. For that, we use Jensen's inequality. Observe that for any number $a>0$, the function $x \rightarrow a^{x}$ is convex, so for any random variable $X$, Jensen's inequality tells us that $\mathbb{E}\left[a^{X}\right] \geq a^{\mathbb{E}[X]}$. Use this with $X$ being the random variable for which $\mathbb{P}(X=n-j)=q_{j}$, where $q_{j}=p_{j} / R_{0}, j=1, \ldots, n$, and $a=R_{0}^{1 / \mu}$ to get, on observing that $\mathbb{E}[n-X]=\left(1 / R_{0}\right) \sum_{j} j_{j}=\mu$ so that $\mathbb{E}[X / \mu]=n / \mu-1$,

$$
\begin{aligned}
\sum_{j=1}^{n} p_{j} R_{0}^{(n-j) / \mu} & =R_{0} \sum_{j=1}^{n} q_{j} R_{0}^{(n-j) / \mu}=R_{0} \mathbb{E}\left[a^{X}\right] \\
& \geq R_{0} a^{[\mathbb{E} X]}=R_{0}^{n / \mu} .
\end{aligned}
$$

Hence, with $\theta=R_{0}^{1 / \mu}$, we have

$$
\theta^{n}-\sum_{j=1}^{n} \theta^{n-j} p_{j} \leq 0
$$

that is,

$$
\sum_{j=1}^{n} \theta^{-j} p_{j} \geq 1
$$

from which we recall that it follows that $\lambda \geq R_{0}^{1 / \mu}$. If $\lambda>1$, this gives

$$
T=\frac{\log R_{0}}{\log \lambda} \leq \frac{\log R_{0}}{\log R_{0}^{1 / \mu}}=\mu
$$

For $\lambda<1$, we have

$$
T=\frac{\log \left(1 / R_{0}\right)}{\log (1 / \lambda)} \geq \frac{\log \left(1 / R_{0}\right)}{\log \left(1 / R_{0}^{1 / \mu}\right)}=\mu
$$

To compare $T$ with $A$, observe that $1=\sum_{j} \lambda^{-j} p_{j}=$ $R_{0} \sum_{j} \lambda^{n-j} q_{j}$, that is,

$$
R_{0}=\frac{1}{\sum_{j=1}^{n} \lambda^{-j} q_{j}}=\frac{1}{\mathbb{E}\left[e^{-\ell X}\right]},
$$

where $\ell=\log \lambda$ and $X$ is given by $\mathbb{P}(X=j)=q_{j}$. Hence,

$$
T=\frac{-\log \mathbb{E}\left[e^{-\ell x}\right]}{\ell}
$$

With this notation we also have

$$
A=\sum_{j=1}^{n} j \lambda^{-j} p_{j}=\frac{\sum_{j=1}^{n} j \lambda^{-j} p_{j}}{\sum_{j=1}^{n} \lambda^{-j} p_{j}}=\frac{\mathbb{E}\left[X e^{-e x}\right]}{\mathbb{E}\left[e^{-\ell X}\right]} .
$$

It follows that if $\lambda>1$ (i.e., $\ell>0$ ), then $T-A$ has the same sign as

$$
-\mathbb{E}\left[e^{-e x}\right] \log \mathbb{E}\left[e^{-e x}\right]-l \mathbb{E}\left[X e^{-e x}\right],
$$

which, on using Jensen's inequality on the convex function $x \rightarrow x \log x$ and taking $x=e^{-e x}$, is seen to be at least

$$
-\mathbb{E}\left[-\ell X e^{-\ell X}\right]-\ell \mathbb{E}\left[X e^{-\ell X}\right]=0
$$

For $\ell<0$, take $m=-\ell$ and observe that $T-A$ has the sign of

$$
m \mathbb{E}\left[X e^{m X}\right]-\mathbb{E}\left[e^{m X}\right] \log \mathbb{E}\left[e^{m X}\right]
$$

which by an analogous argument is at most 0 . This finishes the proof.

There are several remarks that are worthwhile to make, outlined below.

## Remarks

1. If all mothers produce offspring at a given fixed age (i.e., $f_{j}>0$ for only one $j$ ), then $p_{j}>0$ for only that $j$; in that case, $\lambda=p_{j}^{1 / j}$ and it is easy to see that $T=$ $A=\mu=j$.
2. If $p_{j}$ is of the form $p_{j}=\gamma q_{j}$ (e.g., if the fecundity is constantly equal to $\gamma$ and $q_{j}=S_{j-1}$ ), then $\mu$ is trivially independent of $\gamma$, whereas clearly $A$ is strictly decreasing as $\lambda$ is strictly increasing in $\gamma$.
3. If $p_{j}=\gamma a^{j}$ (e.g., with constant fecundity and constant survival rate), then $A$ is independent of $a$. To see this, note that the Euler-Lotka equation in this case reads

$$
\sum_{j=1}^{n}\left(\frac{a}{\theta}\right)^{j}=\frac{1}{\gamma}
$$

Let $c$ be the unique positive real solution to $\sum_{j} c^{j}=1 / \gamma$. Then $\lambda=a / c$ and hence

$$
A=\gamma \sum_{j=1}^{n} j \lambda^{-j} a^{j}=\gamma \sum_{j=1}^{n} j c^{j}
$$

which is independent of $a$.
4. The difference between the three measures of generation time can sometimes be extreme. Take, for example, $p_{1}=p_{n}=\gamma$ and $p_{j}=0$ for all other $j$ and let $\gamma$ grow. Then $\mu$ is constantly equal to $(n+1) / 2$. However,
$\lambda / \gamma \rightarrow 1$ as $\gamma \rightarrow \infty$. This follows from plugging in $\gamma$ and $(1+\epsilon) \gamma$, respectively, in the characteristic equation and finding that the left-hand side is negative in the former case and positive in the latter for sufficiently large $\gamma$. From this we see that $T=\log (2 \gamma) / \log (\gamma)$ plus a factor that converges to 0 as $\gamma \rightarrow \infty$. This in turn also converges to 1 . Since $T \rightarrow 1$, theorem 1 implies that also $A \rightarrow 1$ as $\gamma \rightarrow \infty$.
5. If one regards $T, \mu$, and $A$ as functions of $\lambda$, then $T^{\prime}(1)=\left(A^{\prime}(1)+\mu^{\prime}(1)\right) / 2$ regardless of the underlying change of the $p_{j}$ 's. To prove that, consider the three measures as functions of $\lambda$, which in turn converges to 1 as $p_{j}^{\prime} \rightarrow p_{j}, j=1, \ldots, n$, where $\sum p_{j}=1$. Write $p_{j}^{\prime}=p_{j}+$ $\epsilon r_{j}$, where we without loss of generality assume that $\sum r_{j}=1$ and consider $\epsilon \rightarrow 0$. Now $\lambda$ changes as a function of $\epsilon$, but it is more convenient to turn the tables and regard $\epsilon$ as a function of $\lambda$. The two quantities relate as

$$
\sum \lambda^{-j}\left(p_{j}+\epsilon r_{j}\right)=1
$$

which gives

$$
\epsilon(\lambda)=\frac{1-\sum \lambda^{-j} p_{j}}{\sum \lambda^{-j} r_{j}}
$$

Differentiating we find after some algebra (using that $\epsilon(1)=0$ and $\left.\sum p_{j}=\sum r_{j}=1\right)$ that

$$
\epsilon^{\prime}(1)=P_{1}
$$

and

$$
\epsilon^{\prime \prime}(1)=\left(2 R_{1}-1\right) P_{1}-P_{2},
$$

where $P_{1}=\sum j p_{j}, R_{1}=\sum j r_{j}$, and $P_{2}=\sum j^{2} p_{j}$. Now $\mu$ regarded as a function of $\lambda$ reads

$$
\mu(\lambda)=\frac{P_{1}+R_{1} \epsilon(\lambda)}{1+\epsilon(\lambda)}
$$

The chain rule then gives

$$
\mu^{\prime}(\lambda)=\frac{R_{1} \epsilon^{\prime}(\lambda)}{1+\epsilon(\lambda)}-\frac{\left(P_{1}+R_{1} \epsilon(\lambda)\right) \epsilon^{\prime}(\lambda)}{(1+\epsilon(\lambda))^{2}}
$$

which gives in turn

$$
\mu^{\prime}(1)=P_{1} R_{1}-P_{1}^{2}
$$

Using the chain rule on

$$
A(\lambda)=\sum j \lambda^{-j}\left(p_{j}+\epsilon(\lambda) r_{j}\right)
$$

leads to

$$
A^{\prime}(1)=P_{1} R_{1}-P_{2}
$$

Next, writing $\lambda=1+\rho$ and using Taylor's formula twice,

$$
\begin{aligned}
T(\lambda) & =T(1+\rho)=\frac{\log (1+\epsilon(\rho))}{\log (1+\rho)} \\
& =\frac{\log \left(1+P_{1} \rho+(1 / 2)\left(\left(2 R_{1}-1\right) P_{1}-P_{2}\right)\right.}{\log (1+\rho)}+O\left(\rho^{2}\right) \\
& =P_{1}+\left(P_{1} R_{1}-\frac{1}{2} P_{1}^{2}-\frac{1}{2} P_{2}\right) \rho+O\left(\rho^{2}\right) .
\end{aligned}
$$

Since $T(1)=P_{1}$, we can read off from this that

$$
T^{\prime}(1)=P_{1} R_{1}-\frac{1}{2} P_{1}^{2}-\frac{1}{2} P_{2}=\frac{\mu^{\prime}(1)+A^{\prime}(1)}{2}
$$

as desired. (Many of the above computations have been completed with symbol-manipulating software, such as Maple.)
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"Each heap, too, is covered with a deposit of earth and vegetable mould, of variable thickness, and in some cases, as at Frenchman's Bay, supporting a growth of forest trees, though these were nowhere of such size as to indicate that they had lived a century." From "An Account of Some Kjokkenmœddings, or Shell-Heaps, in Maine and Massachusetts" by Jeffries Wyman (The American Naturalist, 1868, 1:561-584).
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